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Abstract: This paper proposed a strategy for humanoid robot motion planning using GA-based fuzzy neural network controller, 
which is stable self-learning fuzzy neural networks control system. The system is composed of two parts: (1) A FNNC which use 
GA to search optimal fuzzy rules and membership function; (2) A supervisor which use gradient learning algorithm to train the 
network weights. And we apply this controller to robot motion planning. The simulation result shows its effectiveness. 
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1. Introduction 

 
One of the most important problems in mobile robot 

control is motion planning. There are some methods that 
solve motion planning problems, such as artificial potential 
method. In this paper, we use fuzzy neural network method 
to control robot motion planning. 

Fuzzy controllers can work in the situation where there 
is a large uncertainty or unknown variation. Many studies 
regarding finding the rules and tuning the membership 
function parameters of fuzzy models have been reported 
[5]-[10]. In order to obtain more powerful learning capacity, 
the fuzzy neural network (FNN) is proposed, which has very 
strong robustness and adaptability [1]-[4]. The FNN, in the 
form of feedforward multilayer network, combines the fuzzy 
logic controller and neural network structure to form an 
integrated neural-network-based-fuzzy logic control and 
decision system. In the FNN, the fuzzy rules and membership 
function may be expressed by the weights and node 
parameters, and the optimal value can be obtained through 
learning algorithm [17].  

Karr, Freeman, Meredith [11] proposed a combination 
of fuzzy logic and Genetic Algorithm (GA). Unlike the 
neural network learning, GA does not need the teaching 
signal to obtain the fuzzy controller [14]. GA finds fuzzy 
rules using the payoff for the success/failure of its control 
actions. GA was applied to identification of hierarchical 
structure of fuzzy model [12] from given input-output pairs 
of data. S. Matsushita and A. Kuromiya [13] have applied 
GA to selection of input variables of FNN hierarchical model. 
The method is effective in the case where the target system 
has a strong nonlinearity.  

This paper presents a fuzzy neural network controller 
(FNNC) by a new GA-based method. The genetic-based 
fuzzy approach presents powerful optimization and synthesis 
tools for a controller design. At last we apply this controller 
to soccer robot motion planning. 

 
2. The Fuzzy Controller 

 
A fuzzy controller can be built using a multilayer fuzzy 

neural network, as shown in Fig.1. The Fuzzy Neural 

Network Controller (FNNC) structure is shown in Fig.2. The 
control system has a total of four layers. A controller with 
two input variables (e, Δe) and a single output (y) is 
considered here for convenience. Here, e is error signal and 
Δe is change of the error signal.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The controller gives control output y by the “IF-THEN” 

rules which are represented as follows: 
 
 
 
 
 
 
 
Where Ai1 and Ai2 (i =1,…,n) is the membership 

functions in the antecedent part, and wi is a real number in 
the consequent part. The result of fuzzy reasoning y for the 
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   Fig.1. Topology of the fuzzy controller
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input e and Δe is calculated as follows: 
 
 
 
   
 
 
Where ui is a membership value of i-th inference rule. 
Accordingly, there are two nodes in layerⅠand one 

node in layer Ⅳ. Nodes in layerⅠare input nodes that 
directly transmit input signals to layerⅡ. Layer Ⅳ is the 
output layer. Nodes in layerⅡis a “term nodes” and they act 
as membership functions to express the input and output 
fuzzy linguistic variables. In the premise part, the Gaussian 
function is adopted here as a membership function. Where 
ai1 , ai2 are the centers of the Gaussian function, and b1 ,b2 are 
the widths. 

   
 
 
 
 
 
 
The two fuzzy sets of the first and second input 

variables consist of n1 and n2 linguistic terms, respectively. 
The linguistic terms, such as positive big (PB), positive 
medium (PM), positive small (PS), zero (ZE), negative small 
(NS), negative medium (NM), negative big (NB), are 
numbered in the term nodes. Hence, n1 + n2 nodes are 
included in layerⅡ.  

Each node of layer Ⅲ is a “rule node” and represents a 
single fuzzy control rule. In total, there are n1ⅹn2 nodes in 
layer Ⅲ to form a fuzzy rule base for two linguistic input 
variables. 
 

3. The Hybrid Learning Scheme 
 
 3.1 FNNC Learning Method Based GA 

GA is a probabilistic and stochastic algorithm based 
around Darwinian principal of survival, i.e., survival of the 
fittest [15]. It employs heuristic search methods based on a 
model of natural evolution developed in population genes. 
By means of probabilistic operations such as crossover and 
mutation, the space of solution can be widely searched [16]. 
In this section, the proposed means is used to optimize the 
inference rules and the shapes ( ai1 , ai2 , b1 and b2 ) of the 
membership functions by GA. The following steps are 
employed to generate and handle a set of strings (population). 

Step 1. Initialization: The first step in GA is coding, 
which maps a finite-length string to the searched parameters. 
We first generate an initial population containing N strings, 

where N is the number of strings in each population. In this 
paper, the binary coding scheme is used, because it is easy 
and quick. Each string represents a set of possible inference 
fuzzy rules.  
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Step 2. Fitness function: In the step, each string is 
decoded by an evaluator into an objective function. This 
function value, which should be maximized by the GA, is 
then converted to a fitness value. Here, the fitness function is 
defined by  
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Where E represents the root-mean-square error between 
the network outputs and the desired outputs for the string. 
The aim of the GA optimizer is to maximize the above fitness 
function. 

Step3. Reproduction: Reproduction is a process in 
which individual strings are copied according to their fitness 
values, i.e. based on the principle of survival of the fittest. 
This operator is an artificial version of natural selection. 
Through reproduction, strings with high fitnesses receive 
multiple copies in the next generation while strings with low 
fitnesses receive fewer copies or even none at all. 
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Step 4. Crossover. Reproduction directs the search 
towards the best existing individuals but does not create any 
new individuals. In nature, an offspring is rarely an exact 
clone of a parent. It usually has two parents and inherits 
genes from both. The main operator in GA to work on the 
parents is crossover, which happens for the selected pair with 
a crossover probability. In the paper, we use the two-point 
crossover population are mated at random, and two crossover 
points (two bits position) are randomly selected. This 
reproduction stage takes place with a probability of pc. 

Step 5. Mutation: Mutation operation is an operation 
that makes the genetic search random and it involves 
modification of genes to their opposite value in a random 
fashion with a probability of pm. In the paper, we select the 
two-point mutation operation, and two mutation points (two 
bits position) are randomly selected. 

Step 6. In the proposed GA algorithm, the stopping 

Fig.3. the interface of simulation platform  
 
   

 



                                           

criterion is the execution of a certain number of generations 
without any improvement in the best fitness value. Finally, 
proper fuzzy logic rules are obtained by encoding the best 
string into a set of fuzzy rules. 

 
3.2 FNNC Learning Method Based Gradient Descent  

The FNNC system uses gradient descent algorithm to 
train the local parameters of network weights. The cost 
function J (W) is defined as follows: 

 
Y(k) is the desired output, and Ÿ(k) is the actual output. 

ε(W, k) is the error. Then the gradient of error in Eq.(8) with 
respect to an weighting vector W becomes 

 
The weight can be adjusted by using a gradient method. 

Where η is a learning rate. 
 

4. Simulation 
 

Because the linguistic terms, such as positive big (PB), 
positive medium (PM), positive small (PS), zero (ZE), 
negative small (NS), negative medium (NM), negative big 
(NB), are used, there are 49 rules ( see Table 1 ) in the 
system. 
 

Table 1. Fuzzy control rules 
Δe 

    w     
 e N B 

N 
M 

N S Z O P S P M P B

N B - 6.0  - 6.0 - 4.0 - 6.0 - 4.0 - 4.0 -4.0
N M - 6.0 - 4.0 - 2.0 - 4.0 - 4.0 - 4.0 -2.0
N S - 4.0 - 2.0 - 2.0  - 2.0 0.0 2.0 4.0
Z O - 6.0 - 4.0 - 2.0 0.0 2.0 4.0 6.0
P S - 4.0 -2.0  0.0 2.0 2.0 2.0 4.0
P M 2.0 4.0 4.0 4.0 2.0 4.0 6.0
P B 4.0 4.0 4.0 6.0 4.0 6.0 6.0

 
The values in the table are set as the initial connection 

weights W for the FNNC. The central points of the fuzzy sets 
NB, NM, NS, ZE, PS, PM, PB are –6, -4, -2, 0, 2, 4, 6, 
respectively. The width values of the membership function 
are all unity. 

In order to test our proposed method, we develop a 
simulation platform using VC++6.0. In the test we let one 
robot avoid one or some robots (see Fig. 3).  

 
5. Conclusion 

 
This paper proposed a strategy for humanoid robot 

motion planning using GA-based fuzzy neural network 
controller.  The control system is composed of two parts. A 
FNNC uses GA to search optimal fuzzy rules and 
membership function. And a supervisor uses gradient 
learning algorithm to train the network weights. We apply 
this controller to robot motion planning. The simulation 
result shows that the method is effective in optimization and 
good in performance. 
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